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ABSTRACT

Trajectory data, often collected on a large scale with mobile sen-
sors in smartphones and vehicles, are a valuable source for realiz-
ing smart city applications, or for improving the user experience
in mobile apps. But such data can also leak private information,
such as a person’s whereabouts and their points of interest (POI).
These in turn can reveal sensitive information, for example a
person’s age, gender, religion, or home and work address. Loca-
tion privacy preserving mechanisms (LPPM) can mitigate this
issue by transforming data so that private details are protected.
But privacy-preservation typically comes at the cost of a loss of
utility. It can be challenging to find a suitable mechanism and the
right settings to satisfy privacy as well as utility. In this work, we
present Privacy Tuna, an interactive open-source framework to
visualize trajectory data, and intuitively estimate data utility and
privacy while applying various LPPMs. Our tool makes it easy
for data owners to investigate the value of their data, choose a
suitable privacy-preserving mechanism and tune its parameters
to achieve a good utility-privacy trade-off.

1 INTRODUCTION

Trajectory data collected through mobile sensors are a valuable
resource not only in the context of building smart cities, but
also for research and commercial enterprises aiming to improve
their services [2]. Such data enable useful applications, such as
urban planning, traffic forecasting or personalization. On the
other hand, trajectory data are inherently privacy-sensitive [12].
Attacks have shown to reveal private attributes about data pro-
ducers, such as their identity, gender, age, or religious affilia-
tion [4, 22]. In particular, a person’s points of interest (POI), for
example their home and work locations, can be exploited by an
adversary to obtain such private information.

Trajectory data therefore need to be protected before they can
be published or shared with non-trusted parties. Location privacy
preserving mechanisms (LPPM) [13] transform location data in
such a way that sensitive attributes can no longer be derived.
This is usually achieved by perturbing or masking location data,
which however can result in a decrease of the utility of such
data. Thus, an LPPM needs to be designed in a way that both
privacy is protected and the usefulness of the data is preserved.
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Since privacy and utility typically work against each other, this
dilemma is also called the utility-privacy trade-off.

As a data owner it is therefore essential to not only find the
right LPPM, suitable for the respective data and privacy require-
ments, but also to tune its parameters such that a good utility-
privacy trade-off is achieved. The objective is to sufficiently pro-
tect any private information of the data producer but at the
same time not to impair the data utility too much for the desired
application. Finding such a trade-off is not trivial and requires ex-
perimental investigations because a suitable solution can depend
on the actual data set. Furthermore, an LPPM’s privacy parame-
ters and their actual effect on the respective data can be difficult
to understand for data owners who are not privacy experts.

To get a better understanding of the privacy risk that is present
in their location data, of how well the private information is
protected by a certain LPPM, and to what extent data utility is
affected, it is helpful to support data owners by summarizing and
visualizing such information so that finding a suitable LPPM and
tuning its parameters becomes easier and more intuitive.

Example. A logistics service provider (LSP) equips its delivery

vehicles with mobile sensors to regularly record temperature as

well as geographic location. Once a sufficiently large data set has

been created, the LSP wants to sell this data to interested parties to

generate additional income, for example on a data trading platform.

Now, if the LSP sells their raw data, it may happen that this

data is acquired by a competitor who is able to uncover the LSP’s

customers from the data and uses it to entice these customers away.

Even if the data are bought by a non-competitor, such as a munici-

pality wishing to analyze traffic congestion in a city, the LSP needs

to trust the buyer to keep the data and therewith the customers con-

fidential. In addition, a buyer might uncover private information

about delivery drivers, for example where they live or which doctor

they went to during their lunch break.

The LSP therefore needs to protect the private information in

their data using a privacy-preserving mechanism. At the same time,

the LSP can only sell their data if they are sufficiently accurate to

enable certain applications, such as temperature or traffic modeling.

Furthermore, the LSP needs to estimate the value of their data to

know what price can be asked for it.

In order to achieve this goal, the LSP can use Privacy Tuna to

(1) analyze the actual privacy risk for their drivers and customers

who are represented in the data by choosing a POI detection attack as

privacy metric, (2) select a suitable LPPM that prevents information

leakage from POIs, and (3) tune the parameters of this LPPM so

that POIs are reliably removed and also the utility of the data is

sufficient for an application like traffic forecasting.



Contribution. We present Privacy Tuna1, an interactive open-
source visualization framework that enables trajectory data own-
ers to assess the privacy risks of their data, apply LPPMs and
intuitively tune the trade-off between utility and privacy by ad-
justing the parameters of the algorithm. It offers the following
key features:

• Data exploration: Privacy Tuna offers data filters and
visualizes trajectory data before and after the application
of an LPPM on two adjacent maps.

• Privacy-preservation: Different LPPMs can be applied to
protect the data. Privacy Tuna can be easily extended
with custom algorithms.

• Analysis of privacy and utility: In Privacy Tuna, privacy
and utility of trajectory data are intuitively compared and
visualized in more detail on the maps. The framework can
be extended with custom privacy and utility metrics.

Related Frameworks. There are several database systems ca-
pable of efficiently storing, managing, and analysing trajectory
data [19]. These systems support pre-processing tasks, such as tra-
jectory cleaning (e.g. segmentation, calibration, enrichment) and
compression. Analysis tasks can be solved, such as calculating
trajectory similarity, searching, joining or clustering trajectories,
or classifying them. Several systems are able to visualize and
explore trajectory data [3, 14, 20, 21] but do not offer features to
evaluate and protect privacy.

There are two frameworks similar to ours, namely GEPETO [7]
and VisDPT [8]. GEPETO is a tool for investigating geo-privacy,
which offers visualization of data and application of sanitization
measures and inference attacks, such as heuristics to uncover
the beginning and end of a user’s trip. VisDPT is a framework to
generate synthetic trajectories from a probabilistic model built
from ground truth and private data from a privatized model.
Privacy and utility of both data sets can be evaluated with queries
so that graphical and quantitative results can be compared for
each data set. For both tools there is currently no maintained
public version available. Privacy Tuna unites several features of
both tools, like the side-by-side view of non-private and private
data or the availability of privacy attacks. In addition, it offers a
comparison of multiple privacy and utility metrics at the same
time, which are normalized to bemore comparable and intuitively
understandable. Furthermore, additional attributes of the data,
such as measurements of temperature at each data point, can
be incorporated into utility evaluation and visually inspected to
help understand the worth of the data.

2 PRIVACY OF TRAJECTORY DATA

Mobile devices are increasingly collecting information about their
users’ location, which can violate their privacy. Points of interest
(POI) are particularly likely to reveal private information about a
user, such as their home or work location, gender, age, education
level, or marital status [22]. Moreover, human mobility behavior
appears to be so unique that a few points on a trajectory are often
sufficient to identify a person with a high degree of certainty [4],
so that ultimately an identity can be linked to private POIs. In
general, disclosing a person’s whereabouts can be potentially
dangerous for them, e.g., if they are celebrities, investigative
journalists, or members of the military [11].

1The source code, an interactive demonstrator, and a demonstration video are
available at: https://github.com/majaschneider/privacytuna.

To address these issues, it is essential to assess the actual
privacy risk for a user when revealing their location data. To this
end different metrics and privacy notions were formulated.

Differential Privacy. Awidely accepted standard for guarantee-
ing privacy is Differential Privacy (DP) [5]. Originally introduced
in the context of relational databases, it provides a mathematical
guarantee that the influence of a user’s data onto the outcome
of a query over a database is limited. The level of privacy is
thereby controlled by a privacy budget 𝜖 , which is spent to a
certain degree with each query. DP can be achieved by adding
random noise to the data, for example drawn from a Laplace
distribution [6].

While in relational databases DP hides to a certain degree the
presence of a user in that database, in location privacy it needs to
hide a user’s location. Geo-Indistinguishability (Geo-I) [1] states
that a user’s perturbed location is equally likely as any other
within a certain radius around the user’s true location. A simple
LPPM for obtaining point-wise Geo-I is Noise 2D Point [1], where
noise is added to the longitude and latitude of each individual
point in a trajectory. More advanced algorithms take into account
the correlation of consecutive points in a trajectory but they can
also suffer from higher utility degradation [10].

Metrics of uncertainty, error and attack success. Uncertainty
metrics describe how confident an adversary can be about their
estimated information about a user. In the context of location
privacy this can reflect an adversary’s uncertainty in assigning ob-
served locations to a user or reconstructing the actual locations.
Uncertainty can be measured, for example, with entropy [18].
Error based metrics estimate the error in the adversary’s recon-
struction, measured for example with the expectation of distance

error [9] that considers the distance between the real trajectory
of a user and the adversary’s estimated reconstruction.

The privacy risk can also be measured by the success of an
adversary’s attack, for example, when trying to infer the POIs
of a user. Stop detection methods based on temporal and spatial
clustering, such as DJ Cluster [16], are often used for this task.
Another approach called D-Tour [17] analyzes deviations from an
ideal trajectory to identify POIs. To reduce the privacy risk from
such attacks, LPPMs like Promesse [15] use smoothing techniques
that resample trajectory points to eliminate point clusters.

3 BALANCING UTILITY AND PRIVACY

Privacy Tuna is a framework that enables data owners to (1)
understand and estimate the risks from potential privacy leakage
obtained from the location information of their data, to (2) se-
lect a suitable privacy algorithm that prevents such information
leakage, to (3) measure the utility of their data to understand its
value, and to (4) tune the parameters of an LPPM so that a good
balance between utility and privacy is achieved.

System architecture. The Privacy Tuna framework consists
of multiple components that communicate via a REST interface.2
At the core of the framework sits a Flask backend holding a selec-
tion of methods for protecting privacy in trajectory data and for
measuring privacy and utility, implemented in Python. It features
a selection of LPPMs, such as Noise 2D Point and Promesse, and
several privacy and utility metrics, such as D-Tour and Euclidean
distance. This backend can be extended with custom methods.
Data is visualized in a web application, implemented with the
2Details of used software components and their sources are available at:
https://github.com/majaschneider/privacytuna.
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Figure 1: Tuning the utility-privacy trade-off in taxi routes from the Porto Taxi [17] data set with the Privacy Tuna

framework. Customer pick-up and drop-off points mark points of interest (POI), shown as blue markers, which are

sensitive and require special protection. Points in the map are colored according to a chosen metric, in this case by the risk

of POI detection via the D-Tour [17] algorithm. The original data (left map) shows a higher privacy risk, indicated by red

points in the map and low privacy values in the ’Metrics overview’ box. After application of the Promesse [15] algorithm
(right map) the trajectories are smoothed and their privacy is better protected, which is shown by less red points and higher

privacy metric values. However, at the same time the utility metric values are degraded. By adjusting the slider we can find

a good balance between privacy and utility.

Angular framework and using Leaflet for map plots. A second
backend, build with SpringBoot, orchestrates the data flow be-
tween the different components. It connects to a PostgreSQL
database with PostGIS extension that is used for temporal data
storage. In addition, it features an optional identity and access
management via KeyCloak. The user can import trajectory data
in JSON format, where each data row contains a route identifier,
a list of point coordinates belonging to that route, and optional
measurement values for each point (for example, temperature
measurements).

Scalability. When plotting large volumes of data, such as tra-
jectory data comprising many data points, a typical challenge is
the scalability of visualization. Therefore, once data is uploaded
to the Privacy Tuna framework, the data is shown in the data-
base overview table, where it can explored. To reduce the amount
of data that is to be plotted, the user can filter data by time range,
the route identifier or by statistical characteristics, such as the
average point distance and the number of points in a trajectory.
Additionally, the user has the possibility to make their data more
sparse by dropping points with a certain frequency from a route
or by deleting routes altogether.

Investigating the privacy of trajectory data. After the user has
uploaded their trajectory data to the Privacy Tuna framework
and selected the desired routes from the database overview, these
routes are visualized in a map and available for exploration and
further processing. Data can be explored in more detail by zoom-
ing into the areas of interest. In the menu the user can select a
number of privacy and utility metrics, which are calculated for
all selected routes and compared with bar plots in the ’Metrics
overview’ box. These metrics are normalized to a value between
zero and one hundred percent, to be intuitively comparable. To
explore different levels of detail for the selected metrics, data
points in the maps can be colored according to their respective

value of a certain metric, which can be chosen by the user. Fur-
thermore, metric information is available on point and route level
via pop-up windows.

Because the risk of disclosing POIs is particularly relevant
when analyzing privacy, different POI detection attacks are avail-
able as privacy metrics, including the D-Tour and DJ Cluster

algorithm. The actual POI locations are shown as blue markers
on the map, as can be seen in Fig. 1. By choosing a POI detection
algorithm as the basis for coloring points, the risk of detecting
them can be easily matched with the true locations. This helps
to get an intuitive understanding of the privacy requirements of
the data. Utility and privacy metrics can easily be extended by
custom metrics in the Flask backend, which is beneficial when
data is required to satisfy a specific application, such as traffic
forecasting.

Investigating the utility of trajectory data. To estimate the
utility of the data the user can select multiple utility metrics,
which are visualized next to the privacy metrics in the ’Metrics
overview’ box, and can be chosen as the basis for coloring data
points in the maps. Certain metrics, such as Euclidean distance,
compare the loss of information resulting from the application
of an LPPM between original and protected trajectory points.
Therefore, the utility of the original data is defined as 100% and
the loss is depicted as a decrease in utility for the protected data.
Other utility metrics objectively estimate the value of a data set
for a certain application, such as the traffic density, for example.
In such cases, the utility value is calculated independently for
the original and the protected data.

While generic metrics evaluate the utility of data based on
statistical analysis, for example by comparing data distributions,
with application-specific metrics of utility the user can better
assess what types of applications their data are suitable for. The
user can thus promote their data for sale in a more targeted



manner. The utility value achieved in this process also gives a
good indication of the monetary value of the data. In this context,
metrics that indicate the differences of measured value distribu-
tions, such as that of temperature measurements, are particularly
useful. Measurements themselves can be chosen for coloring the
data in the map.

Protecting trajectory data and tuning the trade-off. After identi-
fying the privacy risk in their data, the user can select an LPPM
from the menu to protect their data. Several algorithms are avail-
able in Privacy Tuna, including Noise 2D Point and Promesse,
that either protect POIs or perturb the data to achieve DP. For
each algorithm a description of the mechanism and its parame-
ters is displayed. The parameters can be set manually or with a
slider. The accordingly protected data are then drawn in the sec-
ond map on the right side, as can be seen in Fig. 1. The formerly
selected utility and privacy metrics are applied to the protected
data and shown in the ’Metrics overview’ box in the right map.
By adjusting the parameter values and observing the changing
utility and privacy values, the algorithm can be tuned to achieve
a good balance of both, if possible.

4 DEMONSTRATION

In the Privacy Tuna demonstration we will use a selection of
routes from the real world trajectory data set Porto Taxi [17]. The
data consists of cab rides, where each customer pick-up and drop-
off point marks a privacy-sensitive POI. Conference attendees
will take on the role of a trajectory data owner wanting to sell
their data to the municipality of Porto. Attendees will be able to
interact with the framework, as shown in Fig. 1, and apply all
necessary steps to transform the raw data into a set of protected
data. They will be able to explore the data and get to know its
worth for specific applications, which they can use in their role
for advertising the data and estimating a sensible selling price.
We will demonstrate the following steps:

Upload and select data. We introduce the data upload function-
ality and demonstrate how the amount of data can be reduced,
using the attribute filter and making routes more sparse by drop-
ping certain points to increase the average distance between
points. We select several routes and investigate their actual risk
of leaking private POIs by choosing the D-Tour attack as privacy
metric for coloring the data. We will demonstrate that some POIs
are successfully identified, which affects the privacy of individ-
uals when this data would be shared. Additionally, we select
several utility metrics to analyze how useful the data is for traffic
analyses.

Find a suitable privacy mechanism. We then select several
LPPMs and investigate how suitable they are for protecting POIs,
and how much they degrade utility. Attendees can observe that
by using Noise 2D Point, which applies point-wise DP, privacy is
actually getting worse and can only be mitigated with very high
noise values that heavily decrease the utility. We will show that
an algorithm like Promesse, which smoothes the route, is better
suited to hide POIs but also retain a high utility.

Tune the parameters to find a good utility-privacy trade-off.

We use the slider to adjust the LPPM’s parameters and observe
how the privacy and utility metrics change. We try to find a
good balance so that both privacy and utility are high enough.
Attendees, in their role as a data owner wanting to sell their
data, will investigate how useful the protected data is for traffic

analyses in order to estimate a reasonable selling price. This
will be done by observing several utility metrics, which indicate
whether enough data are available and whether the distortion
is small enough for the analysis to be accurate. Finally, we use
the export function to store the protected data set based on the
current settings.
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