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Abstract
Since its launch in October 2014, the Competence Center for ScalableData Services and Solutions (ScaDS) Dresden/Leipzig
carries out collaborative research on Big Data methods and their use in challenging data science applications of different
domains, leading to both general, and application-specific solutions and services. In this article, we give an overview about
the structure of the competence center, its primary goals and research directions. Furthermore, we outline selected research
results on scalable data platforms, distributed graph analytics, data augmentation and integration and visual analytics. We
also briefly report on planned activities for the second funding period (2018-2021) of the center.
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1 Introduction

The Competence Center for Scalable Data Services and
Solutions (ScaDS) Dresden/Leipzig [25] is one of two Ger-
man Big Data competence centers that the Federal Ministry
of Education and Research (BMBF) established in 2014 af-
ter a competitive selection process (the second center is the
Berlin Big Data Center [4]). Initial funding has been for
four years and in 2018 the BMBF extended the funding
for a second phase until Sep. 2021. The funded partners in
phase 1 are the two Saxonian universities TU Dresden and
University of Leipzig as well as two application partners,
the Max Planck Institute for Molecular Cell Biology and
Genetics (MI-CBG) and the Leibniz Institute for Ecological
Urban and Regional Development (IÖR), Dresden. ScaDS
Dresden/Leipzig also has about 20 associated partner orga-
nizations from science and economy (see www.scads.de).

The mission of ScaDS Dresden/Leipzig is to advance
research on Big Data methods in key areas (Big Data
platforms, data integration, visual analytics) and to apply
these methods in diverse scientific and business appli-
cations to achieve novel solutions and services. For this
purpose, ScaDS Dresden/Leipzig builds on the broad com-
puter science expertise at the two universities and domain-
specific knowledge of the application partners. To achieve
a close and focused cooperation, the ScaDS-financed co-
workers work together in labs at both universities. These
labs also implement the ScaDS service center to coordinate
computer science research and application development
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and to serve new cooperation requests. Phase 1 of ScaDS
Dresden/Leipzig was highly productive leading to more
than 150 publications and more than a dozen prototypes
and service implementations. Furthermore, a significant
amount of additional funding could be acquired to broaden
the research and application activities.

In this paper, we provide an overview about the struc-
ture and work areas of ScaDS Dresden/Leipzig (Sect. 2).
In the following, we describe selected research results in
Sect. 3, in particular on Big Data platforms, data inte-
gration, and visual analytics, and briefly discuss activi-
ties for the second phase of the center. Further articles
in this issue provide in-depth views about the graph an-
alytic platform GRADOOP [49], the analysis of time series
data [17], scalable approaches for privacy-preserving data
integration [11], and Big Data support for Digital Humani-
ties [20].

2 ScaDS Overview

Fig. 1a shows the gross structure of ScaDS Dresden/Leipzig
in phase 1 with five main research areas on Big Data meth-
ods, five application areas as well as the service center. For
phase 2, the successful structure has largely been retained
but with a stronger research focus in three areas and addi-
tional application fields (Fig. 1b). In the following, we will
give an overview of the research areas, application areas,
and the service center. We will also discuss activities in
education and qualification.

2.1 Research areas

In its first phase, computer science research has focused on
five core areas (shown in Fig. 1a), which we introduce here
briefly.

2.1.1 Efficient Big Data architectures:

Big Data applications need a powerful and efficient infra-
structure to meet the demanding processing requirements
for data preparation and analysis. For example, biomedical
microscopy typically leads to extremely high data produc-
tion rates, while other applications require interactive user
involvement that brings state-of-the-art platforms to their
limit [24, 41]. Furthermore, data transfer is often a prob-
lem if the data is produced in experimental labs far away
from the central computing infrastructure where data analy-
sis has to be performed. We therefore investigated methods
for efficient data reduction and data transfer as well as flex-
ible storage technologies and intelligent I/O for HPC-based
data analysis (see Sect. 3.1). The research also resulted
in extending tools for performance analysis of parallel ap-

plications [5] into the Big Data domain investigating the
performance of data-intensive workloads [12].

2.1.2 Data quality and data integration:

Good data quality and scalable methods for data integra-
tion are crucial to obtain meaningful analysis results. Big
Data applications create new challenges due to the usually
very high data volume, far greater data variety and the of-
ten large number of data sources to be integrated. Moreover,
data privacy requirements introduce additional data integra-
tion challenges. To address these challenges, we investigate
scalable methods for data integration, in particular meth-
ods for parallel execution of data integration and graph-
analytics workflows [31, 50, 51], holistic methods for data
integration from many sources [47], and privacy-preserving
record linkage techniques [11]. Moreover, novel techniques
for extracting and processing data from widely used spread-
sheets have been developed [33, 34]. In Sects. 3.3 and 3.4,
we give further details on our research on data extraction/
augmentation and data integration, respectively.

2.1.3 Knowledge extraction:

The broad area of knowledge extraction deals with the scal-
able preprocessing and analysis of heterogeneous kinds of
data to derive new knowledge and insights. We consid-
ered knowledge extraction for different kinds of data (texts,
biological sequence data, graph data, measurements, im-
ages, and 3D microscopy datasets) and different analysis
techniques including deep learning methods. The analy-
sis of text data focuses on relationship discovery, classi-
fication through clustering or topic detection, to support
its interpretation. For image data, methods for segmenta-
tion and classification are investigated. This research re-
sulted in a novel technique for semantic segmentation of
microscopy images (of developing zebrafishs) that is based
on a mapping of the two commonly applied techniques of
decision forests and deep convolutional networks [48]. Fur-
ther scalable segmentation techniques have been developed
for detecting settlements in historical geographic maps us-
ing binary segmentation [53] and for identifying land use
of topographical maps [19]. The segmentation tasks are
run on a parallel HPC infrastructure to achieve sufficiently
fast training and execution times. A special focus has been
the analysis of networked or graph data which resulted in
the development of the GRADOOP platform for distributed
graph analysis (Sect. 3.2) and generic and scalable tech-
niques for graph pattern mining [45], grouping [30] and
pattern matching [28]. We also investigated knowledge ex-
traction techniques to analyze multiple genomes and their
alignments by building a so-called supergenome [14] as
described in Sect. 3.5.
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Fig. 1 Schematic overview about the research areas of ScaDS Dresden/Leipzig. (a) Phase 1, (b) Phase 2

2.1.4 Visual analytics:

Large amounts of data not only reach the limits of com-
putation, but above all the limits of comprehensibility. In
order to facilitate improved understanding, ScaDS Dres-
den/Leipzig investigates novel methods to interactively vi-
sualize Big Data with a particular focus on scientific vi-
sual analysis. This includes methods for intuitive navigation
both in space and time as well as at different data abstrac-
tion levels. Furthermore, methods for semi-automatic ad-
justment of the multiplicity of parameters for analysis and
visualization techniques have been investigated. In ScaDS1,
a number of interactive visual analysis methods for com-
plex simulation datasets were proposed that include focus
and context techniques for particle-based simulations [57],
for large amounts of point data [58] or for time-dependent
data sets [59]. Further results on visual analytics in bioin-
formatics are described in Sect. 3.6.

2.1.5 Data life cycle management and workflows:

In the first phase of ScaDS Dresden/Leipzig, we have inves-
tigated flexible workflow and novel data lifecycle manage-
ment (DLCM) methods tho record, store, extract, transform,
and analyze data that is stored in data lakes. In particular,
lightweight ETL (data extraction, transformation, loading)
methods could be developed that support an optimization
regarding different quality dimensions such as maintain-
ability and performance [60]. ETL workflows are further
extended to perform data integration and data augmenta-
tion with semi- or unstructured data at query time [8, 9].
Another research topic was the extension of the popular
KNIME data analysis tool [3] to allow users to model graph-
ical workflows in KNIME and to execute these transpar-
ently on a HPC infrastructure [16]. This approach strongly
reduces the user effort to develop data-intensive workflows
for HPC (high-performance computing) platforms. More-

over, ScaDS Dresden/Leipzig could contribute with exten-
sions to the widely adopted UNICORE workflowmodel [2].

For phase 2, we continue research in most of these areas
with a stronger focus on three research fields as shown in
Fig. 1b. In the field of visual analysis, we focus more on
interactive visualization with so-called immersive interac-
tion techniques for large display walls and virtual and aug-
mented reality. For data integration and analysis, we will
address novel methods for information extraction, graph-
based data integration, privacy-preserving data integration
and the analysis of dynamic and temporal graph data. We
furthermore extend the research on scalable and secure data
platforms and investigate how to combine different Big
Data frameworks with HPC infrastructures. The primary
goal is to develop semi-automatic methods to provide pow-
erful working environments for different applications.

2.2 Application areas

In phase 1, we addressed applications in five broad areas:
life sciences, material sciences, environmental and traffic
sciences, digital humanities, and business data. In the fol-
lowing, we briefly discuss the work in these areas:

2.2.1 Life science applications:

Biomedical research is a dynamic area characterized by the
massive use of highly data-intensive technologies. At the
ScaDS Dresden/Leipzig partner institutes, a main focus is
in molecular data analysis with so-called omics technolo-
gies as well as the analysis of large-scale image data. For
example, a close cooperation with MPI-CBG helped to seg-
ment 3D microscopy images of zebrafish development. The
resulting publication [48] received the Best Science Paper
Award of the British Machine Vision Conference (BMVC
2016). In another cooperation, ScaDS Dresden/Leipzig sup-
ported the development team of the Segemehl sequence
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alignment tool [44] to identify parallelization opportuni-
ties for faster processing. In that context, ScaDS Dresden/
Leipzig developed an FPGA-based accelerator for the My-
ers bit-vector algorithm which is used at the core of Sege-
mehl [22]. The accelerator is able to significantly increase
processing time of the algorithm with very low energy con-
sumption. Further research contributions related to life sci-
ences are outlined in Sects. 3.5 and 3.6.

2.2.2 Material and engineering science applications:

Research in material science generates a large number of
structured and unstructured data that relates to materials,
construction, simulation, production and the operation of
the finished components. In ScaDS Dresden/Leipzig, we
cooperate with the Institute of Lightweight Engineering and
Polymer Technology of the TU Dresden to investigate meth-
ods to extract and analyze reliable material properties (e.g.
life, strength, deformation) to achieve a better understand-
ing of materials. The cooperation resulted in user-friendly
scripts to run programs for finite element analysis and for
simulations (Abaqus and LS-Dyna) on HPC infrastructure
with SLURM. Moreover, new approaches for online and
offline multi-scale visualization could be developed [21].

2.2.3 Environmental and traffic sciences applications:

Environmental sciences cope with a large set of data pro-
cessing, modeling and simulation tasks that connect to envi-
ronmental aspects. In that context we deal with all kinds of
data such as climate, geographical, satellite or remote sens-
ing data. We observe that vehicles are increasingly becom-
ing data transmitters and receivers of environmental signals
(e.g., GPS, WLAN, GSM, DAB). Based on these diverse
data sources, methods for climate modeling, land use detec-
tion, impact modeling, and traffic control are investigated
in ScaDS Dresden/Leipzig. For example, in a close collab-
oration with IÖR advanced methods for settlement and land
use detection are developed [19, 53], that can be applied to
a large corpus of historical maps from the Saxonian state
and university library (SLUB).

2.2.4 Digital humanities:

In the last years, the humanities and social sciences gained
access to a large amount of data (e.g., from large-scale
digitization programs) for data-driven analysis. The chal-
lenge to tackle is the linking and interplay of quantita-
tive, data-driven analysis with qualitative interpretations. In
ScaDS Dresden/Leipzig, we developed methods for struc-
turing and annotating text collections based on the so-called
CTS (canonical text services) protocol [61, 62]. Further de-
tails are given within this issue in contribution [20].

2.2.5 Business applications:

There have been numerous cooperations with companies in
the first phase of ScaDS Dresden/Leipzig, some of which
resulted in additional projects that develop new Big Data
methods for specific problems. The BMBF project Inno-
Plan, for example, focused on operational (decision-) pro-
cesses for monitoring and control in health care. The co-
operation resulted in novel techniques for phase detection
in real-time medical device data [54] and the prediction of
the remaining times during surgeries [56]. The approaches
could also be transferred to the logistics domain [55]. In
a further exemplary cooperation with a producer of re-
newable energy, ScaDS Dresden/Leipzig investigated novel
techniques for anomaly detection in wind parks. The fo-
cus has been on methods to reduce the configuration ef-
fort to set suitable parameters and to analyze correlations
in sensor data streams to provide early warnings in case of
anomalies [6]. There are also projects to bring graph analyt-
ics into practical applications, in particular, by integrating
GRADOOP into the KNIME data analysis tool [49].

In phase 2 of ScaDS Dresden/Leipzig, we will inves-
tigate further applications in the mentioned areas as well
as in the new areas of matter, energy, chemistry and elec-
tronic health. The new applications will be addressed in co-
operation with two project partners that are newly funded
in ScaDS2, the Helmholtz Center for Environmental Re-
search (UFZ) Leipzig and the Helmholtz Center Dresden
Rossendorf (HZDR).

2.3 Service Center

ScaDS Dresden/Leipzig successfully established a so-called
service center at both sites in Dresden and Leipzig to coor-
dinate methodical and application researchers and to serve
as a single point of contact for interested parties and co-
operation partners (see Fig. 2). To foster the ScaDS-inter-
nal cooperation, the service center organizes several project
meetings per year, alternately in Dresden and Leipzig, as
well as dedicated workshops for Ph.D. students and also
for specific applications. The service center also handled
a large number of cooperation requests from science and
industry that partly resulted in third-party funded projects
to bring research results of ScaDS Dresden/Leipzig into
practice or to address new research topics. Such additional
projects relate to a wide spectrum of areas including data
security, machine learning and graph analytics.

The service center is also responsible for teaching and
qualification activities such as the organization of public
workshops and international summer schools as well as for
providing training for users who need to use Big Data tech-
nologies in their applications (see below). Furthermore, the
service center helps with technical services and the pro-
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Fig. 2 Role of the ScaDS Dres-
den/Leipzig Service Center

vision of storage and processing infrastructure, typically in
the form of Shared Nothing clusters (e.g., utilizing Hadoop)
or HPC resources, for its cooperation partners. Finally, the
service center helps to make developed research methods
publicly available either as generic or domain-specific ser-
vices. Such services include solutions for data deduplica-
tion, graph analytics, time series analytics, canonical text
services, or peak calling in life sciences.

In the second funding phase, the service portfolio and
the developed services will be retained structurally and ex-
tended in content. To deal with the increasing number of
cooperation requests, we will follow a stream-lined model
to quickly decide whether a problem can be handled with
existing techniques and resources or whether it requires
a new project with additional funds.

2.4 Education and qualification

There is still a significant lack of experts in Big Data and
data science approaches so that a key goal of ScaDS Dres-
den/Leipzig is to provide extensive support for qualification
and knowledge dissemination as well as to improve the
study programs at the universities in Dresden and Leipzig.
We thus developed a portfolio of advanced training mod-
ules in key technologies and methods that are offered to
application scientists and industry partners. The goal is to
lower the entry barrier when applying big data technolo-
gies. Application researchers should be enabled to evaluate
and optimize existing algorithms and tools and to efficiently
apply Big Data infrastructures and tools.

Great efforts have also been made in organizing scien-
tific events that attracted many participants. Since 2015, we
organize yearly international summer schools on Big Data
and Machine Learning with talks and tutorials by many
renowned experts. Furthermore, we established the highly

successful BIDIB workshop series (Big Data in Business)
in Leipzig focusing on business applications.

ScaDS Dresden/Leipzig members have further brought
new Big Data-related lectures, practical exercises and sem-
inars into the bachelor and master programs in computer
science at both universities. At the University of Leipzig,
a new study track on “Big Data” has been introduced that is
the basis for an upcoming master program in data science.

3 Selected Research Areas

To illustrate some of the research activities of ScaDS Dres-
den/Leipzig, we outline results in six areas: scalable data
platforms, distributed graph analytics, data augmentation,
large-scale data integration, graph-based analysis of multi-
ple genomes using a so-called supergenome, and the visual
analysis of sequence-related data in bioinformatics.

3.1 Scalable data platforms

Data-driven scientific applications are often complex work-
flows with several compute and analysis tasks [1]. These
workflows can be sequential but may also include cycles,
e.g., to enrich the input data by additional steps. Such an-
alytics workflows impose special requirements and chal-
lenges for the analytics platform [13]:

� provisioning of storage and compute resources for fast
analysis

� access to flexible tool set or even complete analytics en-
vironments

� easy-to-use and accessible web-based interface for user
interaction, e.g., to find optimal parameters to build a ma-
chine learning model.
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Due to the high diversity of application requirements
and research areas, we consider different kinds of data
platforms, especially relatively inexpensive Shared Noth-
ing clusters running Hadoop and parallel processing frame-
works like Apache Flink and Spark, as well as HPC plat-
forms. HPC systems are used in data-intensive scientific ap-
plications, but the developed solutions are typically rather
static and community-bound making it difficult to support
new requirements such as the incorporation of temporal
varying (sensor) data. From the systems perspective, the
challenges to support a broad range of usage scenarios are
many-fold. The need to support exploratory analysis and
the use of heterogeneous analysis tools make the use of
HPC systems difficult for users [23]. Furthermore, users
should be able to use different storage and processing tech-
nologies in their applications, e.g., to benefit from a high-
performance I/O infrastructure or accelerator components
such as GPUs. This is further complicated by the current
tendency in the HPC community towards an even more
complex storage hierarchy including fast storage layers (hot
storage), e.g., by NVM-based1 storage solutions or classical
parallel file system access [38].

To support these requirements, we have investigated dif-
ferent directions to increase usability of our available data
platforms. On our HPC systems, users can directly deploy
analytics frameworks, such as Apache Hadoop and Spark or
TensorFlow and Keras for machine learning. Furthermore,
we currently extend our HPC infrastructure with additional
hardware to improve IO capabilities by providing fast ac-
cess to NVM-based storage and compute nodes specially
suited for deep learning applications. To lower the entrance
hurdles for users, we investigate virtualization and container
technologies for well-defined resource provisioning and to
support portability of analytics scenarios to alternative com-
pute architectures.

For centralized systems, the transfer of data from het-
erogeneous, external sources (e.g., a sensor network) is still
a challenging task. We have therefore developed a service-
based and easy-to-use system to provide basic management
functionalities [13]. The service consists of a REST (repre-
sentational state transfer) web interface for connectivity to
data acquisition services. The same REST interface can be
used directly from analytics frameworks to exchange data
or use analysis services. The general idea is that the system
manages data streams from various sources and sends the
data to a storage and to an analysis component. This way,
the user of the system can control the creation or deletion
of datasets, can derive data from it or enrich the data stream
with new information, e.g., coming from other sources [13].
We have investigated an analysis infrastructure for monitor-

1 NVM: Non Volatile Memory.

Table 1 Scalability tests for runtime (R) of an analytics workflow on
varying resources (from [13])

# nodes # cores R [s] speed-up

2 (VM) 30 2110 1.00

2 30 930 2.27

4 80 430 4.91

8 160 322 6.55

12 240 242 8.72

16 320 238 8.87

20 400 199 10.60

ing data from our computing systems. Some of the results
from [13] are summarized in Table 1.

The scalability test shows a comparison between a cloud-
based system (first row in table) and an HPC system, port-
ing the analytics workflows to the alternative system and
increasing the hardware resources. This demonstrates the
portability, which is interesting from the users perspective,
and the reasonably good performance gain by speeding up
the execution of the workflow.

3.2 Distributed Graph Analytics

Many scientific and business applications have to process
and analyze highly inter-related data that can naturally be
represented as graphs or networks. Examples include so-
cial networks, citation networks, transport networks or pro-
tein interaction networks in bioinformatics. These graphs
can become very big with millions to billions of data enti-
ties (represented as graph vertices) and relationships (rep-
resented as graph edges) leading to high performance and
scalability requirements for graph management and analy-
sis. Such graphs can be heterogeneous with multiple kinds
of entities and relationships. A large spectrum of analy-
sis capabilities is typically needed ranging from focused
queries to graph-wide mining algorithms, e.g., to determine
clusters or frequent subgraphs. In the last decade, many
approaches for graph data management and analysis have
been developed, including graph database systems and dis-
tributed graph processing systems such as Google Pregel
and similar approaches [39]. The known approaches, how-
ever, still suffer from significant restrictions such as lim-
ited scalability and mining support for graph database sys-
tems or insufficient support of heterogeneous graph data
and querying in graph processing systems [29].

At ScaDS Dresden/Leipzig, we have therefore devel-
oped a new distributed graph processing platform called
GRADOOP (Graph Analytics on Hadoop) [26, 27, 31] that
aims at combining the strengths of graph database and dis-
tributed graph processing systems. In particular, it is based
on the property graph data model and query capabilities
of graph database systems, but also supports scalable, dis-
tributed processing and graph mining.
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GRADOOP implements an extended version of prop-
erty graphs supporting graph collections so that not only
vertices and edges, but also individual graphs can be of
different types and have different properties (attributes).
The processing of graphs and graph collections is supported
by a number of declarative graph operators, in particular,
for filtering, subgraph selection, aggregation, and pattern
matching that determines all occurrences of a graph pat-
tern. There is also query support for a subset of Cypher, the
query language of the graph database system Neo4J [28].
A powerful graph grouping operator is supported that al-
lows a structural grouping and aggregation of graphs [30].
Additional structural transformation operations support the
construction of vertices and edges from property values
and the restructuring of graphs, e.g. to determine a co-au-
thorship graph from a network of publications and their
authors [37]. A call operator allows the execution of graph
mining algorithms, e.g., for finding all frequent subgraphs
within graph collections [46].

GRADOOP runs in distributed Hadoop-based Shared
Nothing clusters and Fig. 3 shows the main architectural
components. The graph data can be permanently stored
either in HDFS (Hadoop file system), HBase or Accu-
mulo. All operators and algorithms are implemented on
the basis of Apache Flink and can therefore be executed
in parallel and in-memory at the machines of the clus-
ter, thereby supporting scalability to large amounts of data.
A domain-specific language called GrALa is provided to
make all GRADOOP operators and graph mining algo-
rithms available within workflow programs for graph analy-
sis. GRADOOP also offers a Java API with the GrALa op-
erations to process and analyze extended property graphs.
Since GRADOOP is implemented in Apache Flink, it repre-
sents a Flink extension that is available for the development
of Flink applications.

The GRADOOP implementation is available as Open
Source under Apache licence (www.gradoop.org). It has
been integrated into the KNIME data analysis platform such
that a visual definition of graph analysis workflows as well
as a visual exploration of graphs and analysis results are
possible [49]. In ScaDS 2, we will extend the functionality

Fig. 3 High-level architecture of GRADOOP

of GRADOOP to facilitate data preparation for graph ana-
lytics, in particular, the integration of heterogeneous sources
into a combined property graph. Furthermore, we will ex-
plore support for dynamically changing graph data and tem-
poral graph analysis.

3.3 Database Augmentation

In the era of Big Data, the number and variety of data
sources is increasing every day. However, not all of this new
data is available in well-structured databases or warehouses.
Instead, heterogeneous collections of individual datasets
such as data lakes are becoming more prevalent. This new
wealth of data, though not integrated, has enormous po-
tential for generating value in ad-hoc analysis processes,
which are becoming more and more common with increas-
ingly agile data management practices. However, in today’s
database management systems there is a lack of support for
ad-hoc data integration of such heterogeneous data sources.

Within ScaDS Dresden/Leipzig, we therefore developed
the entity augmentation system REA [9] that, given a set of
entities and a large corpus of possible data sources, automat-
ically retrieves the missing attributes. Due to the inherent
uncertainty of the data sources and the matching process
in general, REA produces not one, but k different augmen-
tations which the user can choose from. To this end, we
developed an extended version of the Set Cover problem,
called Top-k Consistent Set Covering, onto which we map
our requirements.

Moreover, we built DrillBeyond [8] by integrating REA
with PostgreSQL that allows us to combine structured and
unstructured query processing and enables seamless SQL
queries over both RDBMS and the Web of Data. Therefore,
we designed a novel plan operator that encapsulates the
retrieval part and allows direct integration of such systems
into relational query processing. The operator is placed in
a cost-based manner to create query plans that are optimized
for large invariant intermediate results which can be reused
between multiple query evaluations.

In order to provide rich datasets for the augmentation
process of well-structured databases, we devise multiple
research activities. The most promising direction resulted
in the publication of the “Dresden WebTable Corpus”
(DWTC)2 [9] based on the freely available web crawl
“CommonCrawl”. The DWTC corpus consists of 125 mil-
lion tables extracted from the web and enriched by informa-
tion surrounding a specific table like heading, extraction of
the description, page title, etc. A second branch of research
activities explored the challenges of using spreadsheets as
data source. Spreadsheets in general are one of the most
successful content generation tools, used in almost every

2 https://wwwdb.inf.tu-dresden.de/misc/dwtc/.
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Fig. 4 Overview of FAMER

enterprise to perform data transformation, visualization,
and analysis. The high degree of freedom provided by
these tools results in very complex sheets, intermingling
the actual data with formatting, formulas, layout artifacts,
and textual metadata. To unlock the wealth of data con-
tained in spreadsheets, a human analyst will often have to
understand and transform the data manually. To overcome
this cumbersome process, we proposed the DeExcelerator
approach [7] that is able to automatically infer the structure
and extract the data from these documents in a canonical
form [33, 34].

3.4 Large-scale data integration

The effective analysis of Big Data depends on the provision
of the relevant high-quality data from multiple sources. The
data preparation steps for this purpose are even more com-
plex than in traditional data analysis platforms (e.g., data
warehouses), since Big Data involves a potentially much
higher data volume as well as a higher diversity of data
including streamed data and heterogeneous and only partly
structured data, e.g., from websites or social networks. At
ScaDS Dresden/Leipzig, we built on our previous research
on data integration like the Map-Reduce-based entity res-
olution system DeDoop [35, 36] and focused on parallel
matching and clustering of entities from many data sources.
We further studied scalable approaches for privacy-preserv-
ing record linkage [10, 63] that are described in a separate
paper of this issue [11].

To find and integrate matching entities (e.g., customers
or products) from many data sources, we developed a new
parallel entity resolution tool called FAMER (FAst Multi-
source Entity Resolution system) [50, 51]. In contrast to
previous approaches, it is not limited to only one or two
data sources, but can holistically integrate data from more
than two sources by clustering all matching entities. All
steps in FAMER are implemented in Apache Flink, thereby

supporting parallel execution on Shared Nothing clusters
and scalability to large data volumes. Fig. 4 shows the main
workflow of FAMER. In the first phase, a so-called similar-
ity graph is built where vertices represent the entities from
the input sources and edges represent similarity links for
similar entities. These links are computed by a pairwise
comparison using a configurable set of similarity functions.
A configurable blocking step is employed to restrict com-
parisons to entities of the same block or data partition, e.g.
costumers with the same birth-year or products of the same
manufacturer.

The research focus has been on entity clustering that uses
the similarity graph as input and groups together all match-
ing entities from all sources within clusters. These clusters
can then be used to fuse the different entity representations
for further data analysis. FAMER supports several known
techniques including connected components as well as two
new approaches called Split-Merge [43] and CLIP [52]. The
new approaches have been shown to clearly outperform the
previous cluster algorithms and optimize the case where in-
dividual data sources are duplicate-free so that each cluster
should contain at most one entity per data source. The CLIP
approach is especially versatile since it can also be applied
to repair clusters determined by other approaches [52]. For
clustering, CLIP favors so-called strong links (eA; eB ) in
the similarity graph where entity eA from source A is the
most similar entity in A for entity eB from source B and
eB is the most similar entity in B for eA. By contrast, weak
links, where none of the two linked entities is the most sim-
ilar one in a source, are ignored thereby helping to reach
high-quality clusters. In [42], we further investigate how
to incrementally update a set of entity clusters when new
entities or new data sources are added.

In ScaDS2, we plan to investigate novel learning-based
methods using word embeddings and neural networks to
improve entity categorization and matching with reduced
configuration effort. Furthermore, we will extend FAMER
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for graph data as needed to integrate several data sources
for graph analytics, e.g., using GRADOOP. This requires
the combined integration of entities as well as relationships
of multiple types, which has not been sufficiently solved in
previous work.

3.5 Graph-based analysis of multiple genome
alignments

The rapid progress in high throughput technologies like se-
quencing technologies poses an increasing number of Big
Data challenges in bioinformatics [15]. For example, com-
parative genomics applications typically make use of multi-
ple genome-wide sequence alignments leading to high com-
putational processing demands. The analysis demands in-
crease further by the fast-growing availability of additional
data for many species, such as transcript and protein se-
quences, binding sites of proteins, chemical modifications
of the DNA, and chromatin features. All these data can
modulate as intervals on the genome.

In ScaDS1, we investigated the use of a common co-
ordinate system – known as a supergenome [18] – to per-
mit the comprehensive comparison of such data between
different genomes. The considered alignments consist of
usually short blocks of similar sequences from different
species. The partitioning accrues because genomes of dif-
ferent species are co-linear (“syntenic”) only in local re-
gions that are interrupted by breakpoints arising from the
accumulation of genomic rearrangements during evolution.
The construction of supergenome coordinate systems is,
therefore, a challenging optimization problem where one
has to find the “best possible” sorting of the local align-
ment blocks.

To find a solution, we transform the problem into a graph
problem [14]. Every alignment block forms a vertex. Each
chromosome (longest coherent parts of the genome) of each
of the input genomes defines a path, and, for each adjacent
block in a genome, we add a corresponding edge to the
graph. The situation is further complicated by the fact that
DNA is double-stranded and hence every sequence can le-
gitimately be read in both directions. As a consequence,
only betweenness but not the absolute order of blocks is
well-defined for each genome. The task is therefore to find
a vertex order of the alignment graph that respects the be-
tweenness information for all chromosomes as far as pos-
sible.

Not surprisingly, this combinatorial optimization prob-
lem is NP-complete [14] making exact solutions infeasible
for the problem sizes of practical interest – graphs with hun-
dred thousands or millions of vertices. We, therefore, de-
veloped heuristic approximations that interactively reduce
the set of vertices to simplify the vertex sorting problem.
While some of these simplified approaches have asymptot-

Fig. 5 First, we transform the alignments into a graph and save them
in the graph database. Then the computation of the order updates the
graph database. After this precomputing, users can query the graph
database in real time

ically quadratic running time, they apply in practice only
to subgraphs of limited size, which makes them feasible
in practice. Nevertheless, this is still a time-consuming en-
deavor for datasets with more than four billion edges.

The goal is, therefore, to pre-compute and store the su-
pergenome and then only query the stored data in real time.
As shown in Fig. 5, we first store the alignment blocks in the
database (currently Neo4J). We then determine the ordering
and thus the supergenome that is also stored in the database
as a basis for user queries. For graph interaction, we use
the Tinkerpop framework that allows efficient programming
with the possibility of changing the graph database. The
graph database with the alignments and supergenome can
be queried in many ways, e.g., for a comparison between
a genome and the coordinate system.

In ScaDS2, we will investigate variations of the heuris-
tics to create different coordinate systems. Furthermore,
we will investigate extended analysis possibilities by using
GRADOOP as the graph processing platform. Furthermore,
we create a service to make the approach publicly available
for the research community.

3.6 Big Data Visual Analytics

Visual support for analyzing data puts the human into the
data analysis loop by providing visual encodings of the data
and analysis results, e.g., obtained using statistical measures
and data mining approaches, together with interaction facil-
ities. Moreover, visual analytics extends these approaches
by making the selection of analysis methods and their pa-
rameters explicit thereby allowing the user to change and
adapt them to the problem and data under analysis [32].
Visual analytics for Big Data leverages this approach by
taking the size of the data and its distribution among many
compute cores into account.

In phase 1, we developed new Big Data visual analytics
approaches for biology and bioinformatics applications, in
particular, for studying diseases that are caused by genetic
defects and heritable cell changes. For our purposes, the
genome can be considered as a long sequence of molecules,
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the so-called nucleotides. To fit it into a cell’s nucleus, it is
wrapped around a complex of eight proteins, the so-called
histones. Together they are called nucleosome. The proteins
can be modified, e.g., by methylation, where a methyl group
is added to a specific location at the protein. One important
field of study is which and how histones are modified, and
how this is related to different cell types, expression of
genes, and also to diseases. The analysis of these histone
modifications uses a special algorithm called peak calling.
However, the previous implementations could not process
multiple replicates with high performance in terms of error
rate and computing time.

We therefore developed the tool ‘Sierra Platinum’ for
solving the problem of peak calling for replicated ChIP-Seq
experiments [40, 64] as well as several applications. The
tool provides new visualizations together with appropriate
interaction to support the visual analysis of segmented peak-
calling data of replicated ChIP-Seq experiments [65–67].
One of these visualizations provided is shown in Fig. 6.

The data set from which the peaks are extracted con-
sists of two measurements: a background signal describ-
ing where are histones and an experiment signal describ-
ing where are modified histones. Both the background and
the experiment have a signal with ridges and valleys. The
comparison of the experiment signal with the background
signal, can lead to three basic results, namely that the exper-
iment signal is either lower, equal, or larger than the back-
ground signal. For repeated measurements, several pairs of
background experiment measurements are available. How-
ever, state-of-the-art tools were not capable of handling
those in a satisfactory manner.

The ‘Sierra Platinum’ multi-replicate peak caller is based
on a new approach that allows to handle these replicated

Fig. 6 A 3D tiled-binned scatter plot supporting comparing histone
modifications of two different experiments [66]

measurements. It combines the computation of the final re-
sult – the list of peaks – with additional statistics about the
data based on mathematical models suitable for describing
the distribution underlying the data. Moreover, this statis-
tical information can be analyzed using adapted visualiza-
tions: the analyst can literally see whether or not one of the
data sets has a problem. Further, the correlation among the
replicates and the contribution of each data set to the final
result (list of peaks) can be analyzed using these visual-
izations. This allows steering the computation: if a data set
has low quality it can either be completely excluded from
the determination of the peaks, or its influence on the result
can be reduced.

Tests with artificial data sets (known ground truth) and
real data showed that the quality of the resulting list of peaks
is high, and thus that our method is reliable. Moreover, our
expectation with respect to finding “bad” data sets visually
were fulfilled. Due to our efforts of reducing time and space
requirements of the computations, the amount of resources
needed (computation time and space) is acceptable.

4 Conclusions and Outlook

The Big Data Competence Center ScaDS Dresden/Leipzig
follows a unique collaborative approach to fundamental
and applied research on Big Data and data analysis meth-
ods. Since 2014, it combines the Big-Data-related computer
science expertise at the two universities in Dresden and
Leipzig with the domain-specific knowledge of its scien-
tific and business application partners. A service center at
both locations coordinates the activities and serves a central
point of contact. The research results have been widely pub-
lished and resulted in several generic and domain-specific
tools and services, e.g., for graph analytics (GRADOOP),
deduplication (FAMER) or HPC integration for KNIME
workflows. The visibility of ScaDS Dresden/Leipzig has
been further promoted by a series of well-attended work-
shops and international summer schools. Furthermore, Big
Data and data science now play a major role in the com-
puter science programs at the two universities so that there
is a fast growing number of bachelor and master students
with strong Big Data competences. In the second phase of
ScaDS Dresden/Leipzig, the successful cooperation model
will be continued to address further research and applica-
tion challenges and to increase the outreach to industry. We
will also extend the educational efforts, e.g., by introducing
a new study program on data science.
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